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Abstract - The generalized Singleton bound and 
MDS-convolutional codes are reviewed. For each n, k 
and 6 an elementary construction of rate k / n  MDS 
convolutional codes of degree 6 is given. 

I. INTRODUCTION 
The minimum distance of a block code is upper bounded by 
the Singleton bound d,,, _< n - k + 1. Codes attaining this 
bound are called MDS block codes and Reed Solomon codes 
are examples of such codes. Since convolutional codes gener- 
alize block codes, it is natural to study the way the Singleton 
bound is generalized to  convolutional codes. 

Let F be a finite field and G ( D )  be a k x n full rank matrix 
over 401. Let C = { u ( D ) G ( D )  I u ( D )  E p [ D ] }  be the rate 
k / n  convolutional code generated by G(D) .  Two generator 
matrices G ( D )  and G'(D)  are equivalent if they generate the 
same convolutional code C. Then there exists a k x k unimod- 
ular matrix U ( D )  with G'(D) = U(D)G(D) .  We say that 
G ( D )  is catastrophic if a non-polynomial message u ( D )  can 
result in a polynomial codeword u(D)G(D) .  This can happen 
if and only if the k x k-minors of the matrix G ( D )  have a 
non-constant common divisor other than D. We will suppose 
G ( D )  is noncatastrophic. 

Along with n and k, there is a third important parameter 
of a convolutional code C ,  called the degree. It is defined as 
the maximal degree 6 of the k x k minors of G ( D ) .  Equivalent 
encoding matrices have the same degree so the degree is an 
invariant of the code. See [3] for details. 

We define the weight of a polynomial v ( D )  E IF" [D] as the 
sum of the Hamming weights of all its IF"-coefficients and the 
free distance of the code as: 

c i f ree  = min{wt(v(D)) 1 v ( D )  E C,v(D)  # 0).  

Lemma 1 [3] Let C be a convolutional code of rate k l n  and 
degree 6 .  T h e n  the free dastance must  satisfy: 

We call the bound (1) the generalized Singleton bound. For 
6 = 0 the bound is the classical bound n - k + 1. We showed 
in [3J that  there are codes attaining this bound over sufficiently 
large finite fields. We called such codes MDS convolutional 
codes. The existence proof in [3] was non-constructive and it 
was based on methods from algebraic geometry. 

11. A CONSTRUCTION OF RATE k/n-MDS 
CONVOLUTIONAL CODES 

In this section we follow [5] and provide a concrete con- 
struction of an MDS convolutional code for each degree 6 and 
each rate k ln .  The construction makes use of [l, 21. 

As defined in [l, 21, a convolutional code is said to  be gen- 
erated by a polynomial 

g (D)  = g o ( D " )  +g1(Dn)D+ . _ . +  +gn-l(Dn)Dn-l ,  
~ 
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if i t  has a polynomial encoder of the form 

G ( D )  = [ Dgn goy - I /D) 

Dgn-k+l(D) D g n - k + ~ ( D ) .  . . gn-k(D) 
The code C generated by G ( D )  is isomorphic to  

{ (uo(D") + u l ( D n ) D  + . . . + uk- l (Dn)DL- ' )  . g ( D ) } ,  

where (uo(D),  . . . , uk- l (D))  E p (D] is an information vector. 

Lemma 2 [5] Let p be a prime and k < n, 6 nonnegative in- 
tegers with p and n relatively prime.  T h e n  there exist positive 
integers r and a with 

a 2 [6/kJ + 1 + 6 / ( n  - k ) ,  a n  = p' - 1. 
Assume that a , r  is as in the Lemma 2 and let N = an, 
K = N - (n  - k )  ( [6 /k]  + 1 )  - 6 ,  and a E Fp'p. a primitive 
element of F P v .  Define g(D)  = ( D  - a o ) ( D  - a') . . . (  D - 
a N - K - l  ) E Fp'p. [D]. The polynomial g(D)  defines an [N ,  K ]  
Reed-Solomon block code. with distance dg = N - K -t 1 = 
(n  - k) ( [S / k ]  + 1 )  + 6 + 1. 

Using [l, Theorem 31 we obtain: 

Theorem 3 [5] Let g ( D )  be defined as above. Then  the con- 
volutional code defined by (2) is  MDS. 
Example 4 [5] Let a be a primitive of F26. The rate 213 
encoder 

a28+a35 D2 l t a 6 ~ 4 2 5 $ 2  
, 8 % 2 6 ~ 2 + ~ 3  , 2 8 * 3 5 ~ + ~ .  D &?&%%2]. 

has degree 5 and has free distance 9. The code attains the 
generalized Singleton bound (1) and therefore is an MDS con- 
volutional code. 

If one is interested to do the construction with small fields 
then one should construct a prime p0wer.q for which 

n" 
n I (q - 1) and q > 6- 

k ( n  - k )  ' (3) 

The first author recently showed [4] that  there are alterna- 
tive constructions for unit memory MDS convolutional codes, 
these are codes where 6 5 k .  
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